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[[ Abstract ]]

Presently, the development of an Ontology for di@aar domain is influenced by a
knowledge engineer’s intervention and extent of vikedge in that domain. In
general, ontologies are created by domain experit® wse domain-specific
approaches to generate taxonomies from differeatvladge sources. Therefore, due
to the manual aspects of Ontology creation, vabdaand updation, and the absence
of a comprehensive and automated standard methpdédo Ontology Engineering,
there is significantly low and ineffective adopti@i Ontologies in emerging Al
applications. This paper describes on-going reke&wcutilise Machine Learning
Algorithms for domain-specific automatic generatiand continuous updation of
Ontologies. The proposed approach involves the Idpueent of four novel
algorithms for automatic generation of ontology ethoffer cost- and time-efficient
ways of automatically creating and maintaining Qugces.bstract should be times
new roman with 9 fount single spacing. The mainuged of Watermarking is
developing and introducing new techniques for watek embedding and detection.
Experimental results show that the embedded wat&rnsatransparent and quite
robust in face of various watermark images at lagmpression ratios and provides
good results in terms of imperceptibility.
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INTRODUCTION

An ontology, in computer science, is “a formal, koip specification of a shared
conceptualization” [1]. An ontology can be employled domain modelling and to
support entity analysis [2].A closer examinationtbé elements of the definition
reveals that a conceptualization is basically aafiem of a particular domain with
regard to theories and associations, which famktaanalysis of the domain.
Moreover, a concept is not simply a term or taganfentity. Instead, it offers a
description of the entity which permits recognitioh whether or not an object or
occurrence is an illustration of the entity beirapsidered. Also, a concept specifies
the entity’s associations with other entities ire thetting and the rules that are
applicable for all occurrences of a specific entiyplicit specification indicates that
the definition of concepts is performed through raug of statements that are
comprehensible to both machines and humans. Thusnt@®logy has an implication
and can be utilised independent of the system foclwit was developed. In practice,
formal implies that a logic-based language is useéncode the specification thus
allowing automatic inquiry and evolution of noveiformation. A hierarchy of
concepts comprises the nucleus of a formal ontoloye final aspect of the
definition, shared, signifies that the principairatlus for the definition of ontology is
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to enable sharing and reuse of knowle[3]. The typical elements of an ontology .
individuals (or instances), concepts (or classgs)putes, and relationshi[4].

Ontologies are of great significance in the antic Web as they are used

knowledge representation. On the other hand, ogyoémgineers are greatly helg
by Ontology learning (OL) to develop their own dotpes for a specific domain. C
encompasses different activities, namely: “ontoldgypori, extraction, pruning
refinement, and evaluatior[5]. Ontologies also play a significant role in emeg
technology trends such as Artificial Intelligenddatural Language Processit
Internet of Things, and Machi-to-Machine (M2M) integration. Morecer, they have
a crucial role in user engagement and dialogue gamant platforms, such

Chatbots, etc.

|. TYPESOF ONTOLOGIES
Researchers have provided different types of ogteso For instance, Guari6]
suggests four types of ontologies: -level, domain, task, and application. -level
ontologies are domain independent indicate commeasesknowledge or very gene
concepts. On the other hand, domain ontologiesagonbcabulary associated witt
broad domain (e.g., physics, medicine, etc.). Tasklogies indicate vocabulal
associated with a common activity or task (e.gllingg. Application ontologie:
signify knowledge that depends on both task and alomThis is typically the
concentration oboth task and domain ontologi

Van Heijst, Schreiber, and Wielin[7]provided another categorisation of ontolog
based on the conceptualisation, for example, onetttent and type of structu
(information, knowledge modelling and terminolodjcaanc on the subject
(application, domain, generic, and representaiiigure 1).

Subject of the conceptualisation

Extent and type of structure of the conceptualisation
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Figure 1. Different types of ontologies|[7]

Another classification of ontologies is by the legéformality: informal, formal, anc
semi-formal [4] Further, ontologies cane classified on the basis of purpose
classification and descriptive ontologies. The doent stores in classificatic
ontologies are immense and grow with time on therhet. Suitable hierarchies ¢
used to classify the documents on the basis ations between terms. Classificati
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ontologies facilitate the searching for a documesihg author, title, and subject. On
the other hand, descriptive ontologies can be eyepldo describe all existing entities
in the real-world. These ontologies are utiliseddiscribe DERA (i.e., Domain,
Entity, Relation, and Attribute) [8].

2.1.Importance of Domain Specific Ontologies

A domain specific ontological study gives claritica to knowledge structure. In any
domain, the ontology is the core of the systemepir@ésenting information for that
domain. Without the existence of the ontology, e tonceptualizations which form
the basis of knowledge, a vocabulary of knowledgpresentation cannot exist.
Therefore, the first stage of creating an effecteyestem for representation of
knowledge and vocabulary is an effective ontologstady of the domain. A weak
analysis will result in knowledge bases that aoelrerent[9].

For building a language of knowledge representdti@msed on analysis, an association
of terms along with ontological concepts and reladj and creation of a syntaxfor
knowledge encoding pertaining to the concepts aldtions is necessary. This
language of knowledge representation can be shaitd those having similar
requirements for representing knowledge in that @lam hence negating the
requirement for repeating the process of knowleaigalysis. Ontology sharing can
hence create the basis for domain specific infaonatepresenting languages. When
compared with the earlier generation of such laggegsay, KL-1), these languages
have rich content besides having a many terms eympdomplex constituent of the
domain[9].

Domain specific ontologies find use in the Semamieb, Artificial Intelligence,
Systems Engineering, Biomedical Informatics, Sofewd&ngineering, Enterprise
Bookmarking, Library Science, and Information Atelcture in a type of
representation of knowledge about the domain orad pf it. Creating domain
ontology is also key to defining and using a fraragwof enterprise architecture[10].
There are 4 groups of ontologies: static, dynasocjal and intentional[11]. A static
ontology elaborates items in existence; theirlaites and the relationship with them.
Dynamic ontology explains the domain as states #mir transitions including
processes. Social ontology describes social s@apermanent structures in an
organization or changing networks of independenaesd alliances. Intentional
ontology includes the domain of agents, things e@ntbelieved in, proved,
disproved, and discussed about[12].

2.2.Advantages of ontologies

Rani and colleagues [4] summarised the advantafeseating an ontology as
gleaned from various sources (e.g., [13]-[16]):

* An ontology provides a common vocabulary for a dioma

* Ontology metadata enables easy merging and expaokantologies.
» Content is defined unambiguously by an ontology.

* Domain knowledge can be separated from operatiom@akiledge.

» An ontology enables re-use of its content.

* An ontology offers ordering and structuring ofgtantent.

* Rules can be added to ontologies to infer new kadgs.

* Ontologies integrate content from heterogeneouscesu
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* Ontologies provide successful information distribaf and storage, and recovery
of information (text corpus).
» Content sharing in an ontology takes place thraggnt interactions.

2.3.Challenges in Ontology Creation

However, several challenges underlie the creatimh @pdation of ontologies. For
example, domain-specific ontologies are charaadrisy the need for the manual
intervention of domain experts. Moreover, the festms imposed by current
technology adoptions reduce the feasibility of endtic creation and updation of
ontologies.

With regard to text processing and Knowledge adtjois, Ontology engineering
and modelling engines encounter the uphill taskdedling with vast Unstructured
texts, Multiple senses of word, Unstructured téxtibiguity in language in question,
Multiple senses of a word, Multiple parts of speddick of closed domain of lexical
categories, Noisy texts, Requirement of very lamgening text sets for Machine
learning algorithms, etc.

The theoretical formalism supported by the existimgchanisms of ontology creation
does not support data integration dueto heterogeneata formats from various
sources, absence of relevancy and context sengit¥ithe data. With the current

approaches, keywords extracted from various souceesbe utilized to infer the

corresponding domain. However, the same keyword leey to a different context or

domain (e.g., Balance). This issue can be addrebsedgh application of machine

learning algorithms into Ontology Engineering tdetmine the correct context and
hence domain. Manual generation of machine learfiogy a predefined concept
hierarchy is a difficult and tedious task that ofteequires expert interpretation.
Consequently, automatic generation of concept fibyaand machine learning based
Ontology Engineering from heterogeneous datasets dimmain is highly desirable.

. PROBLEM STATEMENT

Ontologies are an important part of the Semantid \&ed numerous emerging Al
applications. Using an ontology, both the cliend &ime framework can interact with
each other in a machine-to-machine environment thighcommon understanding of
the domain. Despite the fact that ontology has hmeposed as a vital means for
representing the real world knowledge for the awmmasion of database designs, most
ontology developments are not performed autom#gicaHowever, the underlying
challenges in creating and updating these donenisc ontologies such as need for
manual intervention of domain experts and the i@&ins imposed by the current
technology adoptions make the tasks of automagiaton and updation of ontologies
less feasible.

Moreover, data frameworks progressively rely upotology to structure information
in a machine readable configuration and guarardst derformance. Some existing
ontologies, for example, WordNet[17], Dublin Cofé], and Cyc[19] are accessible,
yet most applications require a particular domamology to depict concepts and
relations in that domain. Automatic Ontology Getierais a challenging task due to
the absence of structured database or domain texon@ntology development
generally relies upon domain experts, but thiergthy and costly. While numerous
ontology tools, such as OntoEdit[20], Protege-2(@0] and Ontolingua[22], exist
and are available to assist ontology developmaéstjivolvement of domain experts

WWWwW.oiirj.org ISSN 2249-959




Online International Interdisciplinary Researchrdal; {Bi-Monthly}, ISSN 2249-9598, Volume-08, D&018 Special Issue (02)

is still necessitated. Therefore, the automatic egaion of ontology gains
significance in Semantic Web and emerging Al agpions.

The fully automatic derivation of ontologies frome¥/sources without human review
is to date a challenging research issue as isntdality of enterprises to grow their
competitive advantage by uncovering hidden knowdetlgat is too complex for

human cognition. In this connection, various praideexist as mentioned below:

1. Knowledge acquisition using semantic web technel®gi The available
information is diverse in terms of format, languagemain, quality, accuracy,
context, etc. However, there is no standard appré@aaiormalize and harmonize
the knowledge representation across domains fopuingose of building relevant
ontologies.

2. Knowledge Analysis and Automatic attribute extrasti No common ontology
learning framework is presently available to extraoncepts, attributes, values
and relations automatically across domains. Thiduie to the lack of common
ontology models and related tools and methodsrtwlogy learning.

3. Knowledge Representation and Building relationstipsveen entities: There is
presently no robust mechanism to automatically dedationships and / or roles
between attributes to build domain ontology.

4. Knowledge updation (Validate and update Ontolodgy&fore the ontology is
updated, entities and relationships (triples) néedbe validated for accuracy,
logical consistency and persistency. Today, thecgss is dependent on experts
and extremely difficult to automate.

3.1. Domain specific ontologies
Domain specific ontologies are created for theofelhg purposes [23]:

1. Sharing common understanding of structures of kadgé among software
agents or users

Enabling reuse of knowledge of the domain

Making explicit domain assumptions

Separating operational and domain knowledge

Analysing knowledge of the domain

abrwn

3.1.1. Challenges in Building Domain Specific Ontologies
The following are the challenges in building domggecific ontologies:

1. Insufficient coverage for limited domains: Typigalthe coverage for domains
having lesser web presence is lesser than thairo&ohs that are more popular.

2. Relational identification: Generally, the extracticelations are not spelled out in
advance. Hence, for domain specific ontologiesntifigng relations needs
expertise in the domain.

3. Resolving entities: The issue of identification agdouping/linking various
manifestations/occurrences of the same real-wtetd is a difficult task.

4. Disambiguation of Entities: A phrase or word maypiynmore than one entity.
Entity disambiguation involves association of thergse/word with the most
relevant entity.

5. Problem of temporal knowledge base: There are faloish vary with time, hence
mapping the phrase/word with the relevant entity loa an issue.
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6. Extracting values: Ontologies are generally represein the form f triplets, i.e.
<Entity, Relationship, Entity>. The system is ra@gdito learn all possible formats
of entity/relationship to enrich the ontology.

7. Confidence of facts: There are many disputablesfadtich depend on the source
of information. Hence, it is often difficult to late a unique entity if there is a
conflict.

3.2. General ontology generation

Despite the existence of large-scale ontologieglogy engineers, still, are required
for constructing the knowledge base and ontologyafgiven domain, and to update
and maintain the ontology for relevancy and curyen®ntologies constructed
manually are time-consuming, error-prone, and lalioensive. Also, any major
delay in the updation of ontologies that resultgunrency issues would go to hinder
the development of the ontologies.

Ontology learning is gathering interest as an afféhof ontological engineering

owing to the sporadic increase of web informatiod @ahe advanced approaches
shared by the data retrieval, ML, and Al commusgitiglost current ontologies have
been manually generated. Ontology generation is thay has been the norm
undertaken by a majority of ontology engineers. gftology could be generated in
different ways, depending on the situation. It cdoble created from zero, from

available ontologies, from a corpus of data, omfra combination both methods.
Several levels of automation can be deployed t@igea ontologies, i.e. fully manual,
partially-automated, or fully automated. Currently, fully automated technique

functions well only for light ontologies, that tom a few situations only. Typical

approaches or generating ontologies are bottoniram (specific to general) and top-
down (from general to specific).

In general, the following steps are involved incamidtic domain-specific ontology
extraction (Figure2).
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Figure 2. Automatic domain-specific ontology extiaic
Table 1 describes the steps in detalil.

Table -1 Automatic domain-specific ontology extraat

Step Description

Preprocessing Here, the documents are made ready for the exiracti
Several sub-phases, described below, come comiise
phase.

1) Converting formats: Documents conversion to aemo
appropriate one (say, XML) takes place.
2) Stemming: Here, terms in the analysed documesnt a
reduced to their root form using a combination afious
algorithms.

3) Tagging parts of speech: Here, terms are mairkede
document (also multi-word terms) in a text matchwith a
specific part of speech (e.g. nouns, adjectivedysyetc.).
4) Listing stopwords: Here, unnecessary terms elevant
to domain are removed (e.g. conjunctions, artickes
verbs).

5) Identifying synonymy and extracting terminology
Creating the Ontology | A basic draft version of the ontology is createddshon
primitive terms having simple and compound concepts
Concept and Various statistical and ML algorithms for data migiare
Relationship Mapping | implemented for identifying the concepts and relaghips
in the created ontology. There are three majoesyqf ML
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Step Description
algorithms: unsupervised, supervised and semi-sigaet.
Harmonizing This is considered optional and required when a wgshes

to harmonize the ontology extracted with the knalgke
bases available. Two or more ontologies are meirgethe
unique ontology for improving the available knowdec

base.
Refining and Here, the target ontology is tuned and its evolunagure
Validating supported. The adaptation and refining of the aufy|

keeping in view user requirements, plays an immontale
in the development of the specific application atgb its
continued development. The pruning of unrelatedcepts
from the ontology extracted is a major step.

3.3.  Automatic Generation of Ontology

Ontologies can be built manually by knowledge eagis and domain experts.
However, this can result in long and cumbersomgestaf development, growing
into a knowledge acquisition bottleneck [5]. Acdagly, an important area of
research is ontology learning. Ontology learnirgniies the group of approaches and
tools utilized for developing an ontology from thasics, enhancing or modifying a
present ontology in a semi-automatic manner thrabghuse of numerous sources of
information and knowledge [24].

Figure 3 depicts a classification of methods toolmgy learning from various
perspectives [25].
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Figure 3. Classification of approaches to ontoltegyning [25]

The lifecycle of ontology development has been whared differently by different
researchers. For example, Maedche and Staab[5]igedrthat the ontology learning
process (Figure 4) was composed of: “ontology impa@xtraction, pruning,
refinement, and evaluation.” This framework combinmachine learning with
knowledge acquisition.
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Figure 4. Ontology learning process [5]

On the other hand, Weng and colleagues [26] placedhasis on the methods of
extraction, taking four categories into account ebm “dictionary-based, text

clustering, association rules, and knowledge baserther, Buitelaar and colleagues
[27] described an ontology-building process basedhe “named cake model.” This
model regards ontology building as an overlay, thatvhere every layer parallels a
task that permits the obtaining of an ontology @etr(Figure 5). Following a bottom-

up approach, the layers are organized as termsynggrs, concepts, concept
hierarchy, relations, relation hierarchy, and rules

. vimarried (x, v ) — love(x, v)) Rules
cure(dom:DOCTOR range:DISEASE) Relations
is_a{DOCTOR,PERSCN) Concept Hierarchies
DISEASE:=<|E.L> Concepis
disease.iliness Synonyms

disease iliness hospital Terms

Figure 5. Ontology Learning Layers[27]

Wang and colleagues [28] classified the approattegtscan perform these tasks into
four groups based on lexical-syntactic patterngorimation extraction, machine

learning, and co-occurrence analysis. Natural LagguProcessing (NLP) techniques
are generally utilized to recognize appropriatemgerand their associations. A
processing phase is required by text, where tastis as, 1) plain text extraction, 2)
text splitting into sentences, 3) stopwords elirtiorg 4) sentence tagging, and 5)
sentence parsing are used.

Fernandez &Ponnusamy[29] proposed an effectiveagmbr for automatic ontology
generation using behaviour of students while ughey Internet as the underlying
basis. They used the individualised feedback ddtatwdents to discover their
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learning behaviour. They developed a novel fuzzgedaontology approach by
combining gravitational search optimization algamit with fuzzy rules for automatic
ontology generation.

Bhatia & Dixit [30] observed that hidden web pagemild be automatically and

efficiently extracted using an ontology and a dasab that archives semantic
information about objects and their associationsyTphroposed and implemented a
novel technique for the creation of ontology udimgn pages.

Rani et al. [4] explored two topic modelling algoms (LSI & SVD and Mr.LDA)
with the objective of determining the statisticakaciation between a document and
the terms it contains to build, with minimum humamolvement, a topic ontology
and an ontology graph. The effectiveness of thegsed approach was demonstrated
through experimental results and was in terms afdimg richer topic- specific
knowledge and semantic retrieval.

Balakrishna et al.[31] presented a comprehensivk earhanced process to extract
deep semantic information automatically from tessaurces and speedily develop
semantically-rich domain ontologies while limitine human involvement to a
minimum. They also presented evaluation outcomethiintelligence and financial
ontology libraries created semi-automatically bgitlsuggested methodologies using
textual resources freely-available from the Web.

3.3.1. Domain specific ontology development

Domain specific ontology development is a fast gngamechnique for representing
knowledge, and subsequently utilizing it. Huge antswf data exist as tables, textual
documents, spreadsheets, etc. However, this dégpically underutilized due to the
fact that modern data processing methods are mbedpo it. In countries like India,
decision taking still is based primarily on humatervention. Corroboration by facts
using existing data is still lacking. It is a tasi extract terms and establish
relationships from existing texts with the use ohimal domain specific knowledge
for the creation of an ontology[32].

Extraction of relationships in ontological genevatiand population, which is the

inclusion of new ideas to the ontology, is beingesached for the last decade. This
task presents many challenges because differeas typmethods are required, even
for extracting the same relation from the text.aAresult, extraction of relationships

has received a lot of attention in research workhef last decade [33]. Relation

extraction methodologies, generally, fall into #hieategories:

Knowledge-based technigueduch methods use rules and patterns createdgaytex
for extracting relationships from domain-specifatal A major shortcoming of such
knowledge-based techniques is that, being extremgtynain-specific, their
applicability in other areas is limited. But thesuch methods are effective and yield
good results for well-defined input data.

Supervised techniqueSuch methods utilize machine-learning (ML) apptes and
training examples to extract relationships fromtgespecific to domains. Depending
on the requirement, various algorithms are avadlainl this category, such as
bootstrapping, kernels, logistic regression, augetparsing methods, etc.

Self-supervised technique$hese approaches are distinguished by their dépee
of pattern extraction in establishing relationshgagomatically. Open Information
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Extraction and distant learning are some exampteshis category. The former
identifies entity sets and patterns (possible i@tahips) that occur between such
entities in the domain text, the latter uses cerkaiowledge bases to identify patterns
for establishing relationships.

3.4. Ontologies and Knowledge Graphs

Knowledge graphs (KGs) are graph structured knogdedases (KBs) that “store
factual information in form of relationships betweentities” [34]. Numerous
knowledge graphs have been developed in the rquasiteach containing several
million nodes and several billion edges. Examphetuide, YAGO [35], DBpedia[36],
Nell [37], Freebase [38], and the Google KnowleGgaph [39].

Information is modeled in knowledge graphs in thepe of entities and the
associations among them. This type of representaiforelational knowledge has
been long utilized in logic and artificial intelegce [40], for instance, in semantic
networks [41] and frames [42]. A more recent uss heen in the Semantic Web
community with the objective of generating a “wdldata” that is machine-readable
[43]. However, this vision has not yet been comglleachieved [34].

Ehrlinger and W6(3[44] draw attention to the inceshemphasis in knowledge graph
research since 2012. This has resulted in sevesrigitions and definitions of the
concept (Table 2).

Table -2Selected knowledge graph definitions

Author(s) Definition

Paulheim[45] “A knowledge graph (i) mainly describes real woddtities
and their interrelations, organized in a graph) ¢efines
possible classes and relations of entities in aerseh) (iii)
allows for potentially interrelating arbitrary eimts with each
other and (iv) covers various topical domains.”

Kroetsch “Knowledge graphs are large networks of entitieseirt
andWeikum semantic types, properties, and relationships btveatities.”
[46]Journal of Weh
Semantics (Specia
Issue on Knowledg
Graphs)
Blumauer[47] “Knowledge graphs could be envisaged as a netwbréllg
kind things which are relevant to a specific domainto an
organization. They are not limited to abstract emts and
relations but can also contain instances of thilige
documents and datasets.”

Farber et al. [48] “We define a Knowledge Graph as an RDF graph. Ar-RD
graph consists of a set of RDF triples where eablr Riple
(s, p, 0) is an ordered set of the following RDfftg: a subject
s€ U U B, a predicate g U, and an object W B U L. An
RDF term is either a URI & U, a blank node l& B, or a
literal | € L.”

Pujara et al. [49] “[...] systems exist, [...], which use a variety teChniques to
extract new knowledge, in the form of facts, frone tweb.
These facts are interrelated, and hence, recdmtyektracted
knowledge has been referred to as a knowledge graph

1%}
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Ehrlinger and WO0R[44] highlighted issues about @nésesearch associated with
knowledge graphs. Specifically, two basic issues egported. First, Google’s

Knowledge Graph blog entry is referred to as ibffers a suitable explanation for
creating a knowledge graph. Second, there is inéergeable use of the terms
knowledge graph and knowledge base. This secon@ isssults in the ambiguous
belief that the terms knowledge graph and knowleoigge are synonymous, which
leads to confusion as knowledge base itself is @sed synonym for ontology. For
example, the creators of both Knowledge Vault anddgke’s Knowledge Graph have
referred to these as large-scale knowledge ba$3s YAGO is a further example,

which as its name indicates is an ontology, butakked a knowledge base [39, 50]
and also a knowledge graph [51,52].

Likewise, employees of Yahoo [53] do not clearljfatientiate between knowledge
graph, knowledge base, and ontology. They assaitt tteir knowledge base is
constructed by associating new entities, assoagtiand information with their
general ontology. Thus, partial, variable, and ply incorrect information is
transformed into a powerful, combined, establiskedwledge graph. This indicates
that their awareness of a knowledge graph relatéset prepared knowledge base that
is their ontology population (e.g., instances).

Thus, it is evident that the terms must be clatifexplicitly to be distinguishable.
Akerkar and Sajja[54] submitted that a system tisaknowledge-based utilizes
artificial intelligence (Al) to resolve problems ciiis composed of two components:
an inference engine and a knowledge base. In gintra stated before, an ontology is
a “formal, explicit specification of a shared copttaalization” [55] that is typified by
high semantic expressiveness necessitated for eeti@omplexity [56].

Ontological representations permit knowledge tsémantically modelled, and thus
are typically utilized as knowledge bases in Allaggtions. Usage of an ontology as
knowledge base assists validation of semantic &gsmts and drawing of inferences
from known facts [56]. Ehrlinger and Wo6(3[44] emphead explicitly that an ontology
is not different from a knowledge base. Ontologias comprise not only classes and
properties but also instances.

Size has been frequently mentioned as a criticatufe of knowledge graphs.
Consequently, a knowledge graph could be pronounacede an extremely large

ontology. Nevertheless, other contributors havehlidgted the superiority of

knowledge graphs to ontologies as they offer ekti@ures [47]. Therefore, the
dissimilarity between a knowledge graph and anlogtocould be understood either
as a question of quantity or of extensive needg. Jdtond understanding results in
the belief that a “knowledge graph is a knowledgsda system that contains a
knowledge base and a reasoning engine” [44]. Ria@mphasis on present
automatically created “knowledge graphs,” additlomaucial features can be

identified: “collection, extraction, and integratioof information from external

sources extends a pure knowledge-based system tigticoncept of integration

systems” [44].

Figure 6 depicts the merging of these assumptiamsch results in an abstract
architecture for a knowledge graph. A knowledgepgra&an thus be defined as
follows:

A knowledge graph acquires and integrates informnaitnto an ontology and
applies a reasoner to derive new knowledge[44].
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Knowledge-based System
Source 1

Source 2

Knowledge base - .
Reasoning Engine

(e.g., Ontology)

Source 3

-
7
Source ...

Figure 6 Knowledge Graph Architecture[44]

This definition corresponds to the assumption rdiggr the superiority an
complexity of a knowledge graph in contrast to awledge base (e.g., ontology) a
uses a reasoning engine to create new knowledgessidhilates single or multip
sources of information.

3.5.  Machine Learning Methods and Ontolog

A fundamental research area in artificial intelige is machine learning. TI
preliminary motivation was to fit a computer systeith an individual’s capacity t
learn to achieve artificial intellence. A system without the capacity to learn ca
be considered to be intelligerTian et al. [57¢onceded that the “generic form
machine learning is a knowledge acquisition andimdation process mimicking tt
brain (p. 1).

Different types of algrithms are utilised in machine learnit[58]. These ar
summarised in Table 3.

Table 3. Types of machine learni [58]

Type of machine learning

The algorithm generates a function that maps inputs to desired outputs. One standard

formulation of the supervised learning task is the classification problem: the learner is

1 Supervised learning ) ) ) ) ) ;
required to learn (to approximate the behaviour of) a function which maps a vector into
one of several classes by looking at several mput- cutput examples of the function.

) Unsupervised learning Models a set of mputs: labelled examples are not available.

_ _ _ Combines hoth labelled and unlabelled examples 1o generafe an appropriate function or

3 Semi- supervised learning
classifier.

‘The algorithm learns a policy of how to act given an observation of the world. Every

4 Reinlorceinent learning aclion has some nupact m the environment, and e enviromment provides leedback (hat
enides the learning algorithm.

7 Similar to supervised learning, but does not explicitly constmict a function: instead, tries

5 Iransduction . L o .
to predict new outputs based on training inputs, training outputs, and new inputs.

6 I.earning to learn The algorithm learns its own inchictive bias based on previons experience.

Machine Learning is a discipline that can contbut a major way in improvin
ontology creation and learning. A classical explenmaof machine learning (ML) i
as follows: an experience E teaches the systentdordance with a performan
indicator Pif it enhances its performance measured by P aitémg through the
experience E. ML, traditionally, is based on depeig inductive pattern extractir
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methods from the provided data. It goes beyondssitatl research for model building
and works with much more complex algorithms to obf@ecise and larger models
for the data, which may not be comprehensible tmdns any more. ML finds wide
use in areas involving prediction, adaptation, patiern recognition and extraction.

The relation between ontologies and types of MLoathms used for learning of
these ontologies is presented in Figure7. The itileeson method in the figure is
based on update speed and ontology size.

Size | Large Unsupervised

Large and slow Large and fast
NLP

Web & B2B Update
speed

Slow fast
Domain

ontologies

ontologies

Small and slow Small and fast

Supervised
small

off-line on-line .
Learning

Figure 7. Ontology vs. ML type[58]
Table 4 presents the comparison of the kinds of dMgorithms with types of
ontologies. It is seen that each kind of ontology ®e learned by a specific ML

technique.
Table -4 Ontology type vs. ML algorithm used[58]
Type of Stage of Problem- | Typeof Comments
lear ner Learning solving Ontology
stage
Supervised off-| Slow; needs Fast Small and Widespread
line significant slow (domain | current
training data; ontologies) research
highly tuned
resulting
knowledge base
Unsupervised | Slow; mostly Fast Large and Widespread
off-line training data is not slow (NLP current
needed; suitable ontologies) research
for clustering
tasks
Supervised on-| Fast; needs Relatively Widespread
line significant slow current
training data to be research
available online;
resulting
knowledge base i$
moderately good
Unsupervised | Fast; no need for | Not known | The only case | Insufficient
on-line training data; for large Web | research
quality of results ontologies
not known
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3.5.1. Algorithms for Machine Learning
This section briefly summarises different algorithfar machine learning.

Supervised ML algorithms

These algorithms predict on a given set of sam@eapervised ML algorithms seek
patterns inside the value labels given to the gatats. Some commonly used such
algorithms are presented below.

Naive Bayes Classifiers

It is impossible to manually classify a documentbwpage, email or some such
lengthy text note. Naive Bayes Classifier ML alons help for such applications. A
classifier allocates an element value of a popaatiom an available category. It is a
commonly used ML model grouped by similarities whis based on the Bayes
Theorem. It finds applications in sentiment Anadystlassification of articles on
technology, document categorization, sports, egitertent, etc.

Support Vector ML algorithm

This is used in regression or classification protden which datasets teach classes to
the SVM so that it classifies any new given datataDis classified into different
classes by estimating a hyperplane that group$rdéinveng data into classes. Among
the many linear hyperplanes, SVM algorithms trykéep the spacing between the
involved classes at a maximum. The probability @bdj generalization with new data
increases when the line maximizing the class digtés located. These algorithms are
popular in applications like stock market foreaagti

Decision Tree ML algorithm

It is a graphical representation utilizing branchimethods to illustrate all possible
conditional decision outcomes. The internal nodawses as tests on attributes, tree
branches represent the test outcomes, and leak ramige as specific class labels
(decisions made after calculating all attributeBhe rules for classification are

indicated by the route from root to the leaf notileese algorithms find application in

finance (option pricing), Remote sensing for patteacognition, banking loan default

detection, etc.

Artificial Neural Networks (ANNS)

ANNSs are created using many elements having inptisiagnitude much greater
computational elements having typical architecturébe artificial neurons are
connected in categories that use mathematical dmogleio process information
utilizing a connectionist computation approach. AMNNs keep the neurons sensitive
for item storage. They can be utilized for storafjenany cases containing vectors of
high dimensions, and the storage is tolerant tmdien.

Unsupervised ML algorithms

In these algorithms, labels and data points havassociation. These ML algorithms
arrange the data in clustered groups for descrilitmgr structures and make
complicated data appear manageable and organizedtddy. Unsupervised ML
activity involves the derivation of a function whicdefines the structure of
unclassified or uncategorized (unlabeled) datathsillustrative data given to the
learning algorithm is not labeled, no forthright tireed exists for evaluation of the
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accuracy of the algorithm-generated structure. Ta&ure is a characteristic that
distinguishes unsupervised from supervised learning

Clustering involves grouping a set of items in aywlaat items in the same cluster
have more similarity to one another than to itemsther clusters. Cluster analysis
finds wide use in market research in analyzing valliate data obtained from

surveys. Cluster analysis is utilized by markeeagshers to partition consumers into
various market segments for understanding theioakttips among various classes of
customers, both existing and potential. Also, pobgrositioning studies, developing

new products, pattern recognition, and choosing tearkets are some typical

investigations aided by cluster analysis.

Automatic Knowledge Extraction

For automatic knowledge acquisition in inductivearleng, Akgobek et al.[59]
presented an algorithm, REX-1. Instead of the dmtigee approach, this algorithm
makes use of direct rule extraction and employsaum of examples to generate
broad rules.

Pham &Dimov[60] presented a new algorithm whichrasted IF-THEN rules from
examples. An efficient rule searching method isdusg the algorithm along with a
simple metric to assess rule generality and acgurac

Attributes extraction

Liang et al.[61] designed a framework to automdlifcaxtract attributes from query

interfaces. Each attribute was extended into a idatel attribute expressed by a
hierarchy tree and described the semantic relaifaie attributes. They performed
their experiments in the real-world domain. Thecouates of the study demonstrated
the validity of the query translation framework.

An et al. [62] developed a three-stage algorithrautbomatically extract the attributes
for different Web data sources. For a given setsb data sources, the inner
identifiers are used to obtain the Programmer VawnpAttributes (PVAS). Next, the
free text within the query interface is used toanbtthe User Viewpoint Attributes
(UVAS). Lastly, the an ontology (WordNet) is utéid to determine the final attributes
(FAs) of each Web data source based on PVAs anddJWtAnust be noted that the
extraction of PVA and UVA, and determination of e all accomplished in an
automatic manner.

K-means clustering algorithm

K-means clustering refers to a non-hierarchicalhmetof arranging items various
clusters/groups [63]. A user can define the nunalbetusters/groups based on the use
case and data under consideration. The K-meangithlgo“is an algorithm for
putting N data points in an I-dimensional space it clusters. Each cluster is
parameterized by a vectoncalled its mean” [64]. Clustering of data poimstiie
K-means algorithm is achieved by decreasing theemgde of the sum of squared
distances connecting the data points and theiraest The central point to a set of
data points in the data set is referred to as aaidn

There are several approaches to select the ingiakoid. However, in many cases it
is performed through the use of random allocatidre K-means algorithm functions
as follows [64]:
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Initialization. Set K mean$m® }to random values.

Assignment step. Each data point is assigned to the nearest mean. The guess for the

clusterk™ is denoted as the poirf® belongs to bik™.
argmin
gk {d(m®, x™)}

Update step. The model parameters (i.e., the means) are atl&pteorrespond to the
sample means of the data points they are concevitled

RO

) — M
M= 7R ®

WhereR® is the total responsibility of mean

k) — (n)
R()—Zrk
n

Theassignment and update steps are repeated until the assignments do not change.

Ortega et al. [65] summarised the advantages asaddantages of the K-means
algorithm. Two advantages were evident. First, “Timecess, which is called “k-

means”, appears to give partitions which are reasignefficient in the sense of

within-class variance... corroborated to some extgnimathematical analysis and
practical computational experience... Also, the k-nseaprocedure is easily

programmed and is computationally economical, sb iths feasible to process very
large samples on a digital computer” [66]. SimyaBarbakhand Fyfe [67] described
the benefits of K-means stating that the algorithrfone of first which a data analyst
will use to investigate a new data set because a@gorithmically simple, relatively

robust and gives ‘good enough’ answers over a wadiety of data sets” (p. 1).

Moreover, Ortega and colleagues [65] summarisedithigations of the algorithm.
These are:

* The sensitivity of the algorithm sensitivity to pn@nary conditions, i.e., number
of partitions, initial centroids, etc. (p. 89)

» The algorithm’s convergence to a local rather thatobal optimum (p. 87)
» The algorithm’s efficiency (p. 88)
» The algorithm’s sensitivity to outliers and noige 89)

The application of the algorithm is limited to numsal variables due its definition of
“means” (p. 89)

M aximization-Expectation Algorithms

The Expectation and Maximization (EM) algorithm icates the application of
alternating maximization to the likelihood functidar a mixture of distributions
model. EM is performed at each iteration first tigh expectation and then by
maximization. Expectation indicates the finding pbsterior probabilities for
observations to belong to individual clusters giygrameters of the mixture and
individual density functions. On the other handaximization indicates finding
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parameters of the mixture maximizing the likelihodghction given posterior
probabilities [68].

Welling and Kurihara[69] introduced a new class “ofaximization expectation”
(ME) algorithms where they maximized over hiddemial@les while marginalizing
over random parameters. In other words, they redettse roles of maximization and
expectation in the classical EM algorithm.

A probabilistic modelp(x,z, 0) is considered in the ME algorithm, wherandz are
respectively observed and hidden random varialaed,0is a parameter set, also
assumed to be random [69].

Bayesian K-Means Algorithm

Welling and Kurihara[69] discussed a top-down “Bsiga k-means” algorithm as an
example of the maximization-expectation algorittf8houman et al.[70] described the
integrated k-means clustering and naive Bayes ighguor

K-means clustering
1. Identify the attributes that will be used in clustg
2. ldentify the number of clusters

3. Apply one of the initial centroid selection metho@slier method, Outliel
method, Range method, Random attribute method, ddamdw method)

4. Using Euclidean distance, assign each of the datances to the cluster which it

IS nearest to the centroid

5. Recalculate the centroids of the k clusters

6. Repeat steps 4 and 5 until there is no changeeinghtroids.
Naive Bayes:

1. For each cluster

a. Calculate prior probability for the target attribut

b. Calculate conditional probability for the remainiaigributes

3.5.2. Machine Learning Based Ontology

Greenbaum et al. [71] utilised contextual autocatelto facilitate data entry by

nurses regarding the reason a patient visited thergency Department. They

demonstrated a method that encapsulates struatiatador almost all patients. They
concluded that enhanced structured data captur@pgy usage compliance, and data
quality resulted from the implementation of a catiw@l autocomplete system.

Nyberg[72], in her master’s thesis, explored thennaga in which the contents of
documents can be used to automatically classifgniighe created an RDF schema
for representing documents, sentences and worgsefrare the data for the machine
learning analysis. Nyberg [72] concluded that tlassification accuracy of the model
is enhanced by the addition of ontology informatibukyanenko et al.[73] proposed
that conceptual modelling can be utilised to overesome of the challenges of using
machine learning effectively.
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. CONCEPTUALFRAMEWORK FOR THEPROPOSEDMETHODOLOGY

The proposed approach uses four different kindsalgbrithms for automatic

knowledge acquisition, automatic attribute exti@ttiautomatic relationship between
entities, and automatic entity validation. The dedflected from various sources is
first stored in a data lake in their native forrhafore being sent, in the form of tables,
to the Intelligent Knowledge Acquisition (IKA) algthm. Data lakes are present
fashion in the field of data warehousing and amegytEssentially, a data lake is a
location where data are accumulated in an unpredessmat and can be utilised for
analyses [74]. The IKA algorithm uses three techeg) to process the data:
normalization, harmonization, and decision treestmction. During normalization,

the graphical data tables are organized logicallg sedundant information is also
eliminated. After the completion of the normalipati process, the graphical data
tables are sent to the harmonization process. Burammonization, the possibility of

combining data from heterogeneous sources is cedtier completing the pre-

processing steps, the graphical data tables ateefutonverted to .arff file format for

injecting knowledge to the ontology. The decistoge is constructed through its
attributes and relationship values from the .def#fi

Next, the obtained decision tree is sent to theeBayn K-means algorithm which
clusters and classifies the decision tree. Inytjiate clustering of the decision tree is
based on the mean value of the parent nodes. Sudrgq the clustered data is sent
for classification using the Naive Bayes algorithifiine Naive Bayes algorithm is
chosen to classify the clustered data as it previigher accuracy rate than other
existing classification algorithms. The classifiegsult depicts the perfect
classification of attribute for the ontology.

The classified attributes are then injected toAbhtomated Entity Relationship (AER)
algorithm. The algorithm obtained from the enti&jationship based on the classified
attributes. The AER algorithm uses a mapping tepito combine the entity
relationship from the classified attribute. Finalthe obtained entity-relationship
model is sent to the Automated Entity Relationstgdidation (AERV) algorithm.
The AERV checks whether or not the obtained mod#hates modelling rules. Also,
it checks the correctness of the syntax, whethsitipoal conventions were followed
by the model, and finally whether or not the assertconditions are met. The
proposed validation techniques are highly useful ftother knowledge updating
process. Finally, the outcome is developed inteffinient ontology.

The proposed framework is depicted in Figure 8.

WWWwW.oiirj.org ISSN 2249-959




Online International Interdisciplinary Researchrdal; {Bi-Monthly}, ISSN 2249-9598, Volumé&8, Dec 2018 Special Issue (

Aulomatic
- Knowledge
. Acyuisition
o L
L] ® . |
Tiaty Sources Harmonize
€ IuSIer Dala
Wb Classify Data
« Enterprise . Technique
. U::I:]?’\l:‘ Data m ravw format - -
Bayesian K-
IKA means
Algorithm Algorithm
Knowledge Graph e
AERY (Automated "
Updated Outulugy Entity Relationship AI'I{ (Autun:lnted_
(i.e., Knowledge Knowledge Updation By ! Entity Relationship)
. Validation) Algorithm
LIE) Algorithm

Automatically build
entity relationship
made]

Automated
Attribute Selection

Automated

Current State .
< Validation

Reasoning Engine

Figure 8. Proposed Framework Diagrarn

The outcomes anticipated from the use of the metlogg are summarised in Talt
5.

Table -5: Anticipated outcomes

Techniaues Knowledge Knowledge | Knowledge Knowledge
9 Acquisition Analysis Representation Updation
Knowledge Classification Er?os\,lf;%m:tlc Knowledge
Existing Base accurac | accuracy e resengtation updation
(35%) (80%) (28% ) accuracy (45%
.. .. | Automatic
Knowledge Classification knowledae Knowledge
Proposed Base accurac | accuracy re resengtation updation
(98%) (90%) (88% ) accuracy (90%
V. CONCLUSION

This paper described the activities undertakerhen d@arly stages of a study whi
resulted in a mliminary version ¢ a framework for automatically generating
domainspecific ontology based on existing machiearning algorithn.

Several advantages are evident in the proposedagprThe most fundamental is
use of four algorithms for the \ious stages of the ontology generation. Seconkg
perfect classification of attributes for the ontplois anticipated from th
methodology. Thirdly, thvalidation techniques are proposed are anticipatdae of
great use for subsequent knowlewpdating processes.
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